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On the properties of discrete adjoints of numerical methods
for the advection equation
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SUMMARY

This paper discusses several aspects related to the consistency of the discrete adjoints of upwind numerical
schemes. Both linear (finite differences, finite volumes) and nonlinear (slope and flux-limited) discretiza-
tions of the one-dimensional advection equation are considered. The analysis is focused on uniform meshes
and on explicit numerical schemes. We show that the discrete adjoints may lose consistency near the
points where upwinding changes, near inflow boundaries where another numerical scheme is employed,
and near the locations where the slope/flux limiter is active in the forward simulation. Numerical results
are presented to support the theoretical analysis. Copyright q 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Calculation of sensitivities is central to solving many problems in science and engineering, includ-
ing data assimilation, stability analysis, investigations of various physical mechanisms, optimal
control, etc. Our main interest is data assimilation, the process to optimally integrate observational
data into models. In a variational approach the data assimilation problem is posed as a minimization
problem, which requires the sensitivity (derivatives) of a cost functional with respect to problem
parameters [1]. Data assimilation is an essential tool in numerical weather prediction in order to
provide accurate forecasts [2].

Adjoint models [3] can efficiently provide gradients of objective functionals that are formulated
in terms of the state of a model, and are widely used in conjunction with the optimization of
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770 Z. LIU AND A. SANDU

large-scale models. There are two ways to derive adjoint models [4]. The continuous (‘linearize-
then-discretize’) approach solves numerically the adjoint equation derived from the forward model.
The discrete (‘discretize-then-linearize’) approach formulates directly the adjoint of the forward
numerical scheme. The latter approach is highly attractive since the discrete adjoints, in principle,
can be generated completely automatically by reverse-mode automatic differentiation [5].

In this paper we study the consistency of discrete adjoints for numerical schemes used in
the solution of hyperbolic conservation laws. These schemes have particular properties such as
upwinding, nonlinear stability, etc., and the goal of this research is to understand some of the
special issues that appear in the construction of the corresponding discrete adjoints. This topic has
important applications in the simulation of the atmosphere and oceans, and in optimal control of
fluid flows in engineering applications.

The focus is on conservation laws of the form:

�c
�t

+ ∇ · ( f (c)) = 0, x ∈ �, t0�t�tF

c(t0, x) = c0(x), c(t, x)= cin(t, x) for x ∈ ��in

(1)

where c(t, x) is the solution (‘concentration’) field, �∈ �d the spatial domain, and ��in the inflow
part of the domain boundary. The divergence operator (applied component-wise for systems) is ∇.
We consider Dirichlet boundary conditions but the analysis can be easily extended to more general
formulations. Equations of the form (1) require special numerical discretization techniques [6–8].

Consider a cost functional that is defined in terms of the solution

J=
∫ tF

t0

∫
�
g(c(t, x)) dx dt +

∫
�

p(c(tF, x)) dx (2)

The adjoint equation is a computationally feasible approach to compute the derivatives of the
cost functional with respect to initial conditions, boundary values, and model parameters. The
adjoint (costate) variables �(t, x) are the solution of the following adjoint problem:

��

�t
+
(

� f

�c

)T

· ∇� = −�g
�c

(t, x), x ∈ �, tF�t�t0

�(tF, x)= �p
�c

(tF, x), �(t, x)= 0 for x ∈ ��out = �� − ��in

(3)

Here � f/�c is the Jacobian of the flux function. The homogeneous adjoint boundary condition is
due to the fact the cost functional contains no boundary terms. The adjoint problem (3) is solved
backwards in time from tF to t0 to obtain the gradient of the cost functional (2) with respect to
the initial conditions

�(t0, x)= �J
�c0(x)

Note that the adjoint equation (3) is a linear non-conservative advection equation in the adjoint
variable �. If the forward solution contains discontinuities then (3) is a transport equation with
discontinuous coefficients for which meaningful solutions can be defined [9]. The flow speed
is given by the eigenvalues of the transposed Jacobian of the flux function, and therefore the
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ANALYSIS OF DISCRETE ADJOINTS OF ADVECTION 771

waves in the adjoint solution travel at the same speed as the waves in the forward solution (but
backwards in time). This also implies that the inflow boundary in the adjoint equation is the
outflow boundary in the forward equation ��out, and explains the formulation of adjoint boundary
conditions in (3).

Two approaches are possible to obtain a computational process for the computation of adjoints.
In the continuous adjoint approach one starts with the exact forward problem (1), formulates the
adjoint partial differential equation (3), and solves (3) numerically with the algorithms of choice.

In the discrete adjoint approach one starts with a discretization of the forward problem (1), for
example,

Cn+1 =Cn + �t A(Cn) + B(tn), Cn,Cn+1 ∈ �N , 0�n�M − 1

t M = tF, C0 =C(t0)
(4)

Here A is a discrete version of the flux divergence and B is a boundary condition vector. A
numerical cost function that approximates (2) is formulated based on the numerical solution:

Jd =
M∑
n=0

g(Cn) (5)

The discrete adjoint equation corresponding to (4) is

�n = �n+1 + �t

(
�A(C)

�C
(tn)

)T

�n+1 + �g
�C

(Cn)

� ∈ �N , M − 1�n�t0, �M = �g
�C

(CM )

(6)

The discrete adjoint variables �i in (6) represent sensitivities of the cost functional defined with
respect to changes in the i th equation in (4). In particular �0 represents those sensitivities with
respect to changes in the initial conditions.

It is well accepted that the two approaches lead to different results. Equation (6) can be regarded
as a numerical method applied to (3). This ‘numerical method’ is completely determined by the
discretization used for the forward problem, and is not necessarily a consistent and stable scheme
for solving the continuous adjoint equation.

Discrete adjoints of upwind numerical methods pose particular challenges. Issues with discrete
adjoints can come not only from the hyperbolic discretization, but also from the inclusion in
the models of physical processes with parameterized discontinuities [10]. Despite the importance
of such schemes in many fields, the impact of discretization techniques for advection/hyperbolic
term(s) in the framework of inverse problems and data assimilation has not been extensively studied
to date [11].

The construction of adjoints for hyperbolic partial differential equations (PDEs) has been stud-
ied theoretically by Giles [12] and Giles et al. [13], and Ulbrich [9, 14] and Sei and Symes [15]
and Sirkes and Tziperman [4] pointed out that the consistency of the numerical scheme is not
automatically inherited by its discrete adjoint. The properties of discrete adjoints for different
classes of numerical schemes have been discussed in the literature. They include non-oscillatory
advection schemes [16], Euler equations [17], discontinuous Galerkin methods [18], streamline
upwind/Petrov Galerkin methods [19], high-resolution methods [11], domain decomposition meth-
ods [20], and various advection methods in MITGCM [21]. The correct behaviour of discrete
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772 Z. LIU AND A. SANDU

adjoints is very important in optimal control of systems with distributed parameters [22, 23] and
in data assimilation [24, 25].

The analysis in this paper is limited to the linear advection equation in one dimension

�c
�t

+ �(uc)

�x
= 0, t0�t�tF

c(t0, x) = c0(x) for x ∈ �

c(t, x) = cin(t, x) for x ∈ ��in

(7)

with a cost function

J=
∫

�
g(c(tF), x) (8)

and the corresponding adjoint equation

��

�t
+ u

��

�x
= 0, tF�t�t0

�(tF, x) = �g
�c

(c(tF), x) for x ∈ �

�(t, x) = 0 for x ∈ ��out

(9)

The forcing term on the right-hand side is zero, but the adjoint has a non-trivial initial value at tF.
The cost functional includes no boundary terms. Moreover, no changes in the forward boundaries
are allowed which leads to homogeneous adjoint boundary conditions. Here (and throughout the
paper) the inflow and the outflow boundaries are defined with respect to the forward model (7).

Advection is the prototype for hyperbolic problems and is in itself a fundamental model with
many applications. The results of this paper are relevant for nonlinear problems as well, as many of
the features of numerical methods for nonlinear problems are included in the current analysis. The
discussion considers the case where the wind field has sources and sinks. These sinks/sources arise
in the directional split solutions of multidimensional advection equation and are also important for
being able to extend the results to nonlinear systems. The paper also discusses slope/flux-limited
nonlinear forward schemes which are widely used to solve nonlinear hyperbolic problems.

The paper is organized as follows. The properties of discrete adjoints for linear finite difference
and finite volume discretizations are discussed in Section 2, and for nonlinear slope and flux-limited
discretization schemes in Section 3. Numerical examples that support the theoretical findings are
presented in Section 4. Conclusions and future research directions are given in Section 5.

2. LINEAR DISCRETIZATION SCHEMES

In this section we study the effects of upwinding and of numerical boundary conditions in the
forward scheme on the behaviour of the discrete adjoints. We consider several linear upwind
discretizations of (7) and study the consistency of the corresponding discrete adjoint schemes with
the continuous equation (9). By ‘linear discretization’ we mean that the spatial difference operator
does not dependend on the solution variables.
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ANALYSIS OF DISCRETE ADJOINTS OF ADVECTION 773

We now analyse the consistency of the discrete adjoints of first and higher order finite difference
and finite volume spatial discretizations. The first order method has a short stencil and does not
require any change near the boundaries; the high order schemes have longer stencil and require
special treatment of the boundaries.

The numerical schemes discussed here are representative for upwind finite differences and
volume discretizations. We expect that the discrete adjoints for other schemes, and for other
numerical boundary conditions (e.g. non-reflective) will display a similar behaviour as the methods
discussed here.

In the subsequent analysis we consider the situation where the cost functional is defined at the
final time.

2.1. First order finite differences

Consider the first order upwind scheme:

�Ci

�t
=

⎧⎪⎪⎨
⎪⎪⎩

1

�x
(Ui−1Ci−1 −UiCi ) if Ui�0

1

�x
(UiCi −Ui+1Ci+1) if Ui<0

(10)

Using the notation

�i =
{
1 if Ui�0

0 if Ui<0
(11)

scheme (10) can be written in compact form as

�Ci

�t
= 1

�x
[�i fi−1 + (1 − 2�i ) fi − (1 − �i ) fi+1] (12)

Here fi = UiCi is the flux at the i th node. The Dirichlet boundary conditions are C0 =CL and/or
CN+1 =CR (only the inflow boundary condition is used). In the following analysis the boundary
values are fixed, and consequently the variations of the solution are �C0 = �CR = 0. This will lead
to homogeneous boundary conditions in the discrete adjoint equation.

Discrete adjoint scheme: The discrete adjoint of (12) is(
��

�t

)
i

=−Ui

�x
[−(1 − �i−1)�i−1 + (1 − 2�i )�i + �i+1�i+1] (13)

with the boundary condition: �0 = �N+1 = 0 (only the inflow boundary condition is used). The
adjoint scheme is an upwind discretization of (9).

Consistency inside the domain: Expanding the right-hand side of (13) in Taylor series about the
point i

−(1 − �i−1)�i−1 + (1 − 2�i )�i + �i+1�i+1

�x

=�i+1 + �i−1 − 2�i
�x

�i + (1 + �i+1 − �i−1)

(
��

�x

)
i
+ O(�x) (14)
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774 Z. LIU AND A. SANDU

leads to the following consistency conditions:

�i+1 + �i−1 − 2�i = 0, 1 + �i+1 − �i−1 = 1 ⇒ �i−1 = �i+1 = �i

A necessary condition for consistency of the discrete adjoint scheme is that the wind direction
does not change inside the stencil (i − 1, i, i + 1). Moreover, if there is a wind direction change
inside the stencil (e.g. Ui−1<0 and Ui ,Ui+1�0) then �i+1 + �i−1 − 2�i �= 0. A continuous wind
field (which passes through zero inside the stencil) has a magnitude Ui−1,Ui ,Ui+1 =O(�x). The
first term on the right-hand side of (14), which is an error term inconsistent with the equation,
is then of magnitude O(1). A discontinuous wind field (e.g. which jumps from a positive O(1)
value to a negative O(1) value inside the stencil) will lead to a stronger inconsistent term. For a
wind field that is U =O(�xm), m>1 small around the sign change the strength of the error term
is small.

Consistency near the boundary: The numerical boundary conditions of the forward scheme
impose the numerical boundary conditions of the discrete adjoint scheme.

Consider the left (i = 0) boundary of the forward scheme (12) and assume it as an outflow
forward boundary. Under Dirichlet boundary conditions in the forward scheme, the left boundary
condition for the discrete adjoint is

��1
�t

= U1

�x
[(1 − 2�1)�1 + �2�2] (15)

Since the Dirichlet boundary condition for the discrete adjoint is �0 = 0, the above scheme is
formally equivalent to

��1
�t

= U1

�x
[−(1 − �0)�0 + (1 − 2�1)�1 + �2�2] (16)

The discrete adjoint Dirichlet boundary conditions are consistent with the adjoint equation for
both the inflow and the outflow situations, provided there is no change of wind direction near the
boundary. A similar discussion holds for the right boundary.

In conclusion the discrete adjoint of the first order upwind scheme is inconsistent near sources
and sinks, and is consistent near the boundaries. The upwind property of the forward method is
preserved by the discrete adjoint scheme.

An alternative interpretation: Consider now the continuous adjoint approach. Specifically we
apply the first order upwind scheme (10) to the continuous adjoint PDE (9) to obtain(

��

�t

)
i

=−Ui

�x
[−(1 − �i )�i−1 + (1 − 2�i )�i + �i�i+1] (17)

with the boundary condition: �0 = �N+1 = 0 (only the inflow boundary condition is used).
We now compare the continuous adjoint numerical solution � with the discrete adjoint solution

�. The discrete adjoint equation (13) can be written as(
��

�t

)
i
= −Ui

�x
[−(1 − �i )�i−1 + (1 − 2�i )�i + �i�i+1]

− Ui

�x
[(�i−1 − �i )�i−1 + (�i+1 − �i )�i+1] (18)
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with the boundary condition: �0 = �N+1 = 0 (only the inflow boundary condition is used). The
discrete adjoint scheme (18) is the continuous adjoint discretization (17) plus a spurious source
term, which becomes non-zero when the wind changes direction (�i−1 �= �i or �i �= �i+1).

Consider now the difference between the two adjoints, �i = �i − �i . This difference obeys the
equation (

��

�t

)
i
= −Ui

�x
[−(1 − �i−1)�i−1 + (1 − 2�i )�i + �i+1�i+1]

− Ui

�x
[(�i−1 − �i )�i−1 + (�i+1 − �i )�i+1] (19)

with the final time condition �i (T ) = 0 and the boundary condition �0 = �N+1 = 0 (only the inflow
boundary condition is used).

Assume the continuous adjoint numerical solution (17) converges to the continuous adjoint PDE
solution (9) in a certain norm (typically L2). If P�pde denotes the restriction of the adjoint PDE
solution on the grid (e.g. by taking the solution averages in each cell) we have that

‖� − P�pde‖→ 0 when �x, �t → 0

The discrete adjoint solution (18) converges to the continuous adjoint PDE solution if and only if
the difference between adjoints converges to zero

‖� − P�pde‖→ 0 ⇔ ‖�‖→ 0 when �x, �t → 0

In practice the wind changes sign at a finite number of points at most. To fix the ideas consider a
single wind direction change between gridpoints i −1 and i , �i−1 �= �i . Under the assumptions that
Ui−1,Ui =O(�x) near the sign change and �i−2, �i−1 =O(1) the source strength in (19) is O(1)
at the grid points i − 1 and i , and is zero for all other grid points. In this case the discrete adjoint
does not converge in the max norm, but converges in the p-norm (‖�‖L p → 0 for �x, �t → 0).
If the wind is discontinuous, Ui−1,Ui =O(1) near the sign change, the p-norm convergence may
be lost. This indicates that the quality of the discrete adjoint solution may benefit from smoothing
the discontinuities (e.g. shocks in the nonlinear case) over several grid cells.

2.2. Third order finite differences

We next consider the third order upwind finite difference scheme [26]

�Ci

�t
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1

�x

[
−1

6
fi−2 + fi−1 − 1

2
fi − 1

3
fi+1

]
if Ui�0

1

�x

[
1

3
fi−1 + 1

2
fi − fi+1 + 1

6
fi+2

]
if Ui<0

(20)

where f j =Uj C j is the flux function. The scheme is represented in compact form as

�Ci

�t
= 1

�x

[
−�i

6
fi−2 + 1 + 2�i

3
fi−1 + 1 − 2�i

2
fi + 2�i − 3

3
fi+1 + 1 − �i

6
fi+2

]
(21)
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The numerical boundary conditions are based on schemes of lower order and with shorter stencils
as follows:

�C1

�t
=

⎧⎪⎪⎨
⎪⎪⎩

1

�x
[ fL − f1] if U1�0

1

�x

[
3

2
f1 − 2 f2 + 1

2
f3

]
if U1<0

= 1

�x

[
�1 fL + 3 − 5�1

2
f1 − 2(1 − �1) f2 + 1 − �1

2
f3

]
(22)

�C2

�t
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1

�x

[
−1

6
fL + f1 − 1

2
f2 − 1

3
f3

]
if U2�0

1

�x

[
1

3
f1 + 1

2
f2 − f3 + 1

6
f4

]
if U2<0

= 1

�x

[
−�2

6
fL + 1 + 2�2

3
f1 + 1 − 2�2

2
f2 + 2�2 − 3

3
f3 + 1 − �2

6
f4

]
(23)

The same numerical approach is applied to the right boundary.
Discrete adjoint scheme: In the interior of the domain the discrete adjoint of (21) reads:

(
��

�t

)
i
= −Ui

�x

[
1 − �i−2

6
�i−2 + 2�i−1 − 3

3
�i−1 + 1 − 2�i

2
�i + 1 + 2�i+1

3
�i+1 − �i+2

6
�i+2

]

The consistency analysis is presented in detail in Appendix A.1. If the wind does not change
direction within the stencil (i − 2, i − 1, i, i + 1, i + 2) the discrete adjoint scheme (A1) is third
order consistent with the continuous adjoint equation. If the wind changes sign within the stencil
(not all � j are equal) then (A1) is not consistent with the continuous adjoint equation. In the case
when the wind speed is smooth a sign change within the stencil i − 2, . . . , i + 2 implies that
Uj =O(�x) for j = i −2, . . . , i +2 and the zeroth order error term behaves like a spurious source
of magnitude O(1).

As explained in Appendix A.1 the discrete adjoint scheme at the left boundary reads:

��1
�t

= − U1

�x

[
3 − 5�1

2
�1 + 1 + 2�2

3
�2 − �3

6
�3

]

The analysis in Appendix A.1 reveals that the discrete adjoint equation for �1 is formally inconsis-
tent with the continuous adjoint for both inflow and outflow situations even if there is no change
in the wind direction near the boundary. However, the effects of the outflow inconsistency will not
be felt if there is no source in the adjoint equation near the boundary (the cost functional does not
use concentration values from near the boundary). In this case �1(t) = 0 and ��1/�t = 0, which
is the correct solution.
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2.3. Finite volumes

We have also studied the consistency of adjoints based on forward finite volume discretizations
[26] of the form

�Ci

�t
= 1

�x
(Fi−1/2 − Fi+1/2) (24)

The numerical discretization is based on the construction of appropriate approximations of the
fluxes through the cell boundaries Fi+1/2 ≈Ui+1/2Ci+1/2.

The detailed analysis is presented in Appendix A.2. We consider discretizations on staggered
grids, where the solution Ci is represented at the centres of the grid cells, and the wind ve-
locity is available at the cell boundaries Ui±1/2. This staggered representation is the main dif-
ference between the linear finite volume and the linear finite difference schemes considered in
this paper.

The analysis in Appendix A.2 considers two different approximations of the flux, leading to first
order and to second order discretization methods, respectively. The consistency analysis reveals
that:

• the discrete adjoint is an upwind discretization of the continuous adjoint equation;
• the discrete adjoint of the first order finite volume scheme is consistent with the adjoint
equation except for the points where the wind direction changes sign inside the stencil (near
flow sinks or sources);

• the discrete adjoint of the first order finite volume scheme is consistent at the boundaries
(if there is no change in wind direction);

• the discrete adjoint of the second order finite volume scheme is consistent except for the case
when there is a flow sign change within the stencil; and

• the discrete adjoint of the second order finite volume scheme is not consistent at the first two
nodes from the boundary.

3. NONLINEAR DISCRETIZATION SCHEMES

This section focuses on nonlinear high-resolution methods. Specifically, we discuss the effects on
discrete adjoints introduced by the slope and flux limiting of the forward solution. We consider the
case with constant velocity and periodical boundary conditions to leave out the effects of changes
in the upwinding pattern and of the numerical boundary conditions which have been discussed in
Section 2.

We discuss only a few numerical schemes that we believe are representative for high-resolution
finite volume discretizations. There are many discretization techniques that have proved very useful
in geoscience applications and are not discussed here. Among them there are the piecewise parabolic
method [27] (whose discrete adjoint performance is discussed in [11]), the Rood advection scheme
[7], etc. as well as the discontinuous Galerkin approach [18].

3.1. Slope-limited MUSCL scheme

In van Leer’s MUSCL scheme [28] the solution is represented as a piecewise linear function, with
the concentration in cell i at time tn having the mean Cn

i and the slope Sni .
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The concentrations are advanced in time as follows:

Cn+1
i = (1 − �)Cn

i + �Cn
i−1 − �(S

n
i − S

n
i−1)

Sn+1
i = �S

n
i + �S

n
i−1 + 12�(Cn

i − Cn
i−1)

(25)

where � =U�t/�x is the Courant number and

� = �(1 − �)

2
, � = (1 − �)(1 − 2� − 2�2)

� = −�(3 − 6� + 2�2)
(26)

In the MUSCL approach the slopes Sni are first limited to S
n
i . We will consider here the van

Leer slope limiter [28], which is defined as

S
n
i =

⎧⎪⎪⎨
⎪⎪⎩
min{ 32 |Cn

i − Cn
i−1|, |Sni |, 3

2 |Cn
i+1 − Cn

i |} sign(Sni )

if sign(Cn
i − Cn

i−1) = sign(Sni ) = sign(Cn
i+1 − Cn

i )

0 otherwise

(27)

This definition implies that the slope variables are independent from the solution variables. In
other approaches the slopes are derived from concentrations at different cells. In this paper the
term ‘slope-limited’ only refers to the case with independent slope variables.

The forward scheme in the matrix form is[
Cn+1

Sn+1

]
= A ·

[
C
n

S
n

]
= A ·

[
Cn

L(Cn, Sn)

]
(28)

where A is the linear operator of the MUSCL scheme and S = L(C, S) is the nonlinear slope
limiting operator.

Discrete adjoint scheme: The corresponding discrete adjoint scheme is

[
�nC

�nS

]
=
⎡
⎢⎣

I 0

�L
�C

�L
�S

⎤
⎥⎦
T

·
[

�
n
C

�
n
S

]
=

⎡
⎢⎢⎢⎢⎣
I

(
�L
�C

)T

0

(
�L
�S

)T

⎤
⎥⎥⎥⎥⎦ · AT ·

[
�n+1
C

�n+1
S

]
(29)

and therefore

�nC = �
n
C +

(
�L(Cn, Sn)

�Cn

)T

�
n
S, �nS =

(
�L(Cn, Sn)

�Sn

)T

�
n
S (30)

In the adjoint solution, �C is the costate variable associated with C , and �S the costate associated
with S. The case without slope limiter corresponds to L(C, S) = S.

3.1.1. Consistency analysis. It is clear from (28) and (29) that in the forward scheme the solution
is first slope-limited and then advanced in time, but in the discrete adjoint scheme these steps are
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reversed. The adjoint solution is first propagated (backward in time) with the operator AT

(�C )ni = (1 − �)(�C )n+1
i + �(�C )n+1

i+1 + 12�(�S)
n+1
i − 12�(�S)

n+1
i+1

(�S)
n
i = −�(�C )n+1

i + �(�C )n+1
i+1 + �(�S)

n+1
i + �(�S)

n+1
i+1

(31)

and then the solution is corrected by the adjoint of the forward limiter (30). Our analysis on the
adjoint scheme for finite differences and finite volumes method revealed that the (backward in)
time advancement operator AT does not introduce any inconsistency. Therefore, we focus on the
adjoint of the limiter operator (30). To simplify the analysis, we assume that there is a single
jump discontinuity in the forward solution, and that the slope limiter is active only in the i th cell.
The general case where the slope limiter takes different values in different cells can be treated
similarly.

A detailed analysis of consistency for each of the four possible values assumed by the van Leer
slope limiter (27) is given in Appendix A.3. Here we give a summary of the results:

• Case 1: Si = Sni . The slope is not changed, therefore, this case covers the unlimited situation
as well. In this case the consistency of the adjoint is automatic.

• Case 2: Si = 3/2(Cn
i −Cn

i−1). As a result of slope limiting in the forward problem the local
Courant number in the discrete adjoint is changed from � to � + 3�/2 in cell i , and from
� to � − 3�/2 in cell i − 1. The adjoint mass balance cell i − 1 is changed with the same
amount as the adjoint mass balance cell i but with a different sign, and we expect a wiggle
to form in the adjoint solution in the cells i − 1 and i . Since � = �(1− �)/2, and the original
Courant number � ∈ [0, 1], the modified Courant numbers are also positive and smaller than
one since � ± 3�/2∈ [0, 1]. No additional stability conditions are necessary.

• Case 3: Si = 3/2(Cn
i+1 − Cn

i ). The local Courant number in the discrete adjoint is changed
from � to � − 3�/2 in cell i , and from � to � + 3�/2 in cell i + 1. The modified Courant
numbers are also positive and smaller than one, � ± 3�/2∈ [0, 1].

• Case 4: Si = 0. In this case the adjoint of the concentration is not changed, the discrete adjoint
is a consistent low order discretization.

3.1.2. Stability analysis. We discuss the method-of-lines stability (MOL-stability). Equation (28)
reveals that the forward slope-limited MUSCL scheme is MOL-stable if the Jacobian

A ·
⎡
⎣ I 0

�L
�C

�L
�S

⎤
⎦

has all its eigenvalues of magnitude smaller than or equal one, and the eigenvalues of magnitude
one are simple. It is sufficient for MOL-stability of the discrete adjoint (29)–(30) to have A (AT)
a stable matrix, since the Jacobian of the slope limiter does not result in increased eigenvalues.

3.2. Flux-limited schemes

Sweby [29] proposed a high-resolution method that averages the first order upwind method and
the Lax-Wendroff method. The method for a scalar conservation law is

Cn+1
i =Cn

i − �t

�x
(Fn

i+1/2 − Fn
i−1/2) (32)
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where Fi±1/2 are the fluxes through the left/right boundaries of cell i . The numerical flux functions
are given by a combination of a low order flux FL and a high order flux FH, defined using a ‘flux
limiter’ function 	 as follows:

Fi+1/2 = FL
i+1/2 + 	(ri+1/2)(F

H
i+1/2 − FL

i+1/2) (33)

In this section we restrict the discussion to the linear advection equation with a constant wind
field u. The flux function is f (C) = uC . The low order flux FL is given by the first order upwind
formula

FL
i+1/2 =

{
uCi if u�0

uCi+1 if u<0
(34)

and the high order flux FH is given by the Lax-Wendroff formula

FH
i+1/2 = u

2
(Ci+1 + Ci − �(Ci+1 − Ci )) (35)

Here �= u�t/�x denotes the Courant number. The flux function (33) becomes

Fi+1/2 =

⎧⎪⎪⎨
⎪⎪⎩
uCi + u(1 − �)

2
	(ri+1/2)(Ci+1 − Ci ) if u�0

uCi+1 − u(1 + �)

2
	(ri+1/2)(Ci+1 − Ci ) if u<0

(36)

The flux limiter function 	 assumes small values near sharp gradients or local extrema in the
solution, therefore, adding numerical diffusion. The limiter value at the interface i + 1/2 depends
on the ratio ri+1/2 of the solution slope upstream of i +1/2 over the solution slope across i +1/2:

ri+1/2 =

⎧⎪⎪⎨
⎪⎪⎩

Ci − Ci−1

Ci+1 − Ci
if u�0

Ci+2 − Ci+1

Ci+1 − Ci
if u<0

(37)

We consider four types of flux limiters that are widely used and introduce different amounts of
numerical diffusion:

Minmod: 	(r) =

⎧⎪⎨
⎪⎩
0 if r<0

br if 0�r<1/b

1 if r�1/b

where 1�b�2 (38)

Superbee: 	(r) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 if r<0

2r if 0�r<1/2

1 if 1/2�r<1

r if 1�r<2

2 if r�2

(39)
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Van Leer: 	(r) =
{
0 if r<0

2r/1 + r) if r�0
(40)

MC: 	(r) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if r<0

2r if 0�r<1/3

(1 + r)/2 if 1/3�r<3

2 if r�3

(41)

Adjoint analysis: The derivation of the discrete adjoint of the scheme (32) is given in Appendix
A.4. The discrete adjoint scheme reads:

�ni = �n+1
i + �(�n+1

i+1 − �n+1
i )

− �(1 − �)

2
[(	 − r	r )

n
i+1/2(�

n+1
i+1 − �n+1

i ) − (	 − r	r )
n
i−1/2(�

n+1
i − �n+1

i−1 )]

− �(1 − �)

2
[(	r )

n
i+3/2(�

n+1
i+2 − �n+1

i+1 ) − (	r )
n
i+1/2(�

n+1
i+1 − �n+1

i )] (42)

For the constant wind field case Equation (42) can be written in a conservative form similar
to (32):

�ni = �n+1
i + �t

�x
(Fn+1

i+1/2 − Fn+1
i−1/2)

Fn+1
i+1/2 = u�n+1

i+1 − u
1 − �

2
(	 − r	r )

n
i+1/2(�

n+1
i+1 − �n+1

i )

− u
1 − �

2
(	r )

n
i+3/2(�

n+1
i+2 − �n+1

i+1 )

= u�n+1
i+1 − u

1 − �

2
[(	 − r	r )

n
i+1/2 + (	r )

n
i+3/2


n+1
i+1/2](�n+1

i+1 − �n+1
i )

where 
 is the slope ratio (37) for the adjoint variable


n+1
i+1/2 = �n+1

i+2 − �n+1
i+1

�n+1
i+1 − �n+1

i

The application of Sweby’s flux-limited scheme (A16) to the continuous adjoint equation leads
to the following numerical continuous adjoint formulation:

�ni = �n+1
i + �t

�x
(F

n+1
i+1/2 − F

n+1
i−1/2)

F
n+1
i+1/2 = u�n+1

i+1 − u
1 − �

2
	(
n+1

i+1/2)(�
n+1
i+1 − �n+1

i )

(43)

where the adjoint limiter values are computed based on differences of the adjoint variable 	(
).
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The discrete adjoint flux equation (43) has the form of the flux-limited discretization of the
continuous adjoint equation with the limiter function replaced by

	(
n+1
i+1/2) −→ �(
n+1

i+1/2) = (	 − r	r )
n
i+1/2 + (	r )

n
i+3/2


n+1
i+1/2

Consequently, scheme (42) is consistent with the continuous adjoint equation if the adjoint slope

n+1
i+1/2 is bounded. If the adjoint slope is not bounded in areas where the forward limiter is active

(e.g. sensors of the forward solution are placed in areas of sharp gradients) then scheme (42) may
lose consistency. For the limiter in the forward calculation kept fixed to a constant value we obtain
a constant value of the limiter in the discrete adjoint �= 	= const. Thus, the discrete adjoint of
the first order scheme is the first order scheme, and the discrete adjoint of Lax-Wendroff is the
Lax-Wendroff scheme.

An interesting situation occurs when the limiter function is active. For the limiter functions
discussed here 	r�0. For 
n+1

i+1/2<0 the discrete adjoint ‘limiter’ can take negative values �<0,
and thus its behaviour does not help the nonlinear stability properties (for which one would
require �= 0). Moreover, if the forward limiter is in a non-constant regime then 	r �= 0 and

→ ∞ ⇒ �(
) → ∞. Thus, near sharp gradients the discrete adjoint scheme will add a large
multiple of ‘antidiffusive’ adjoint flux; we therefore expect the discrete adjoint solution to display
considerable spurious oscillations.

Smooth adjoint solution: We next assume a smooth adjoint variable � (in the sense that 
 ≈ 1)
and take the limit of Equation (42) for �t → 0, �x → 0 with � = const. The first term gives a first
order upwind discretization, which converges to the continuous adjoint equation since there are no
changes in the upwind pattern and no changes in the boundary conditions. The other terms should
account for possible discontinuities in the forward limiter.

The limit reveals that the discrete adjoint variables satisfy the following modified equation:

�t + u�x = 1 − �

2
([	 − r	r ] − [	r ]+)u�x (44)

where [�] is the magnitude of the jump of the function � at a given location x (the jump is equal to
zero for continuous functions). [�]+ is the magnitude of the jump at x+ (infinitesimally to the right
of the given location). The modified equation is the continuous adjoint equation with an additional
pseudo-source driven by discontinuities of 	, 	r , r	r . These three functions depend the forward
solution. Note that even if the forward solution is smooth a jump in the limiter can occur (e.g. at
an extremum of the forward solution, or for values of a slope ratio for which the limiter formula
is nondifferentiable).

In smooth regions of the forward solution the limiter assumes a constant value (the maximum),
the jumps of the limiter are zero, and the above modified equation is the same as the continuous
adjoint equation. In regions where the adjoint solution is constant �x = 0 and the source term
vanishes.

Consider now the source term near a discontinuity (or sharp gradient), a local maximum or
a local minimum of the forward solution. At these points the forward limiter becomes active,
discontinuities may appear in 	, 	r , r	r , and the source term becomes non-zero. Because the
adjoint solution is propagated backwards with the same speed as the forward solution, the effects
of the source term will tend to accumulate in the same region of the adjoint (corresponding to the
discontinuity of the forward solution). This accumulation can cause growing wiggles in the adjoint
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variable, as well as considerable phase offset. To understand the phase offset we rewrite (44) as

�t + u

(
1 − 1 − �

2
[	 − r	r ] + 1 − �

2
[	r ]+

)
�x = 0 (45)

which shows that the local adjoint solution speed is changed due to action of the forward limiter.

4. NUMERICAL EXAMPLES

We now solve the advection equation for different wind fields, initial concentrations, and final
adjoint profiles using the discrete adjoints of the methods analysed in the previous two sections.
The spatial domain considered x ∈ [0, 2] is discretized with a uniform grid with the grid size
�x = 0.02. The time step is �t = 0.005 (all in a dimensional units).

4.1. Discrete adjoints of first order linear spatial discretizations

To test the discrete adjoints of linear advection spatial discretizations we first prescribe a smooth
adjoint field at the final time:

�(tF, x)= 0.2 + 0.2 sin(2x)

We also consider two different wind fields as follows:

1. U A(x)= 0.5 − 0.5x . This wind field has a sink of zero velocity at x = 1, and two inflow
boundary conditions (at x = 0 and 2); and

2. UB(x)= −0.5+0.5x . This wind field has a source of zero velocity at x = 1, and two outflow
boundary conditions (at x = 0 and 2).

Note that |U A|, |UB |� 1
2 and therefore the Courant numbers of the simulation are small, �� 1

8 .
The results of the adjoint integration for 2�t�0 with the discrete adjoint of the first order finite

difference scheme are presented in Figures 1 and 2. Both figures reveal spikes in the discrete
adjoint solution at x = 1 due to the inconsistency of the discrete adjoint near the sink (Figure 1)
or source (Figure 2). The method is consistent for both inflow (Figure 1) and outflow (Figure 2)
boundaries, and the discrete adjoints have the desired values in a neighbourhood of the boundaries.

4.2. Discrete adjoints of third order linear spatial discretizations

Figures 3 and 4 show the results of the same problem integrated backwards with the discrete
adjoint of the third order finite difference scheme. Both figures show spikes in the discrete adjoint
solution at x = 1, confirming the inconsistency of the scheme near sinks (Figure 3) and sources
(Figure 4). The third order discrete adjoint is inconsistent near inflow boundaries and this is shown
by the boundary spikes in Figure 3. Since there are no observations near the outflow boundaries
in Figure 4 the inconsistency does not affect the solution, which has the correct zero value.

4.3. Discrete adjoints of the slope-limited method

For the slope-limited scheme we consider the advection equation with periodic boundary conditions
and a constant wind field u = 0.8. This setting eliminates the possible inconsistencies due to
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Figure 1. The discrete adjoint solution for first order scheme and wind field U A(x)= 0.5 − 0.5x . The

spike is due to the inconsistency near the sink (x = 1).
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Figure 2. The discrete adjoint solution for first order scheme and wind field UB(x)= − 0.5+ 0.5x . The
spike is due to the inconsistency near the source (x = 1).

boundary conditions and the ones due to changes in upwind pattern, and allows the focus to be
on inconsistencies arising from slope limiting. The time interval is t ∈ [0, 4]. The adjoints are
integrated backwards and shown at t = 0.285.

The behaviour of the limiter at each cell is indicated by the ‘limiter state’, which has the
value {0, 0.5, 1.0, 1.5} when the limited slope is calculated as Si = {Si ,Ci −Ci−1,Ci+1 −Ci , 0},
respectively. A non-zero value means that slope limiting is active at that point.
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Figure 3. The discrete adjoint solution for third order scheme and wind field U A(x)= 0.5 − 0.5x . The

spikes are due to the inconsistency near the sink (x = 1) and near inflow boundaries (x = 0 and 2).
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Figure 4. The discrete adjoint solution for third order scheme and wind field UB(x)= − 0.5+ 0.5x . The
spike is due to the inconsistency near the source (x = 1).

First, we consider a square wave forward solution, which forces the slope limiter to be active
at its edges. The adjoint is initialized to a non-smooth profile at the final time (equal to the final
state of the forward solution). Since the features of the adjoint travel at the same speed as the
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Figure 5. The discrete adjoint of the slope-limited MUSCL scheme is not consistent with the continuous
adjoint at grid cells where the limiter is active (limiter type is not 0): (a) square wave forward solution

and non-smooth adjoint and (b) sine plus square wave forward solution and smooth adjoint.

features of the forward solution, the sharp gradients of the adjoint and of the forward solution
overlap at all times. Figure 5(a) shows the inconsistency of the discrete adjoint solutions near the
discontinuities of the forward solution.

For limiter state equal to 0.5 (case 2 in Section 3.1.1) the local Courant number is changed from
� to �+3�(1−�)/4 in cell i , and from � to �−3�(1−�)/4 in cell i−1. According to (A13) when
the limiter is active in cell i the adjoint variable in that cell is changed to �i + 3�/2(�i+1 − �i ),
and in cell i − 1 is changed to �i − 3�/2(�i+1 − �i ). For the left edge of the wave �i+1��i and
the discrete adjoint solution is increased when the limiter is active, and decreased to the left. This
wiggle is visible at x ≈ 0.7. For the right edge of the wave �i+1��i and the solution is decreased
when the limiter is active, but is increased to the left. This can be seen on the right edge of the
square wave at x ≈ 1.2.

For limiter state equal to 1 (case 3 in Section 3.1.1) the local Courant number is changed from �
to �−3�(1−�)/4 in cell i , and from � to �+3�(1−�)/4 in cell i +1. Following Equation (A14)
when the limiter is active in cell i the adjoint variable in that cell is changed to �i −3�/2(�i+1−�i ),
and in cell i +1 is changed to �i +3�/2(�i+1 −�i ). For the left edge of the wave �i+1��i and the
discrete adjoint solution is decreased when the limiter is active, and increased to the right. This
wiggle is visible at x ≈ 0.8. For the right edge of the wave �i+1��i and the solution is increased
when the limiter is active, but is decreased to the right. This can be seen on the right edge of the
square wave at x ≈ 1.3.

Next we consider the forward solution as a square wave superimposed over a sine function,
which forces the slope limiter to be active at the square wave edges and also at the minima/maxima.
The adjoint solution is initialized with a smooth sine function. The results in Figure 5(b) show how
the scheme loses consistency when the limiter is active. Confirming the analysis in Section 3.1.1
the amplitude of the wiggles is smaller since the effect of the limiter depends on the increments
(�i+1 − �i ) in the adjoint.
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4.4. Discrete adjoints of flux-limited methods

For the flux-limited scheme we consider the advection equation with periodic boundary condi-
tions and a constant wind field u = 1. This setting eliminates the possible inconsistencies due to
boundary conditions and the ones due to changes in upwind pattern, and allows the focus to be
on inconsistencies arising from flux limiting. The time interval is t ∈ [0, 1]. The adjoint solution
is integrated backwards and plotted at t = 0.5.

In the first test the initial forward solution is given by the superposition of a square wave and
a small sine function

C(x, 0) =
{
2 + 0.1(1 + cos(x/2)) for x ∈ [0.2, 0.6]
0.1(1 + cos(x/2)) for x ∈ [0, 0.2)∪ (0.6, 2]

The small sine prevents spurious jumps of the flux limiter due to roundoff error size differences
in the (constant) solution at neighbouring cells.

The results are shown in Figure 6. For each scheme the discrete adjoint solution is shown
together with the reference continuous adjoint, the forward solution, and the limiter values. For
unlimited solutions (using either the low order or the high order flux function, see Figures 6(a)
and (b)) the limiter value is constant. The discrete adjoint is consistent with the continuous adjoint
equation. For the minmod, superbee, van Leer, and MC flux limiters (Figures 6(c), (d), (e), and
(f), respectively) jumps in the limiter value act as spurious sources and lead to the formation of
wiggles in the discrete adjoint solution.

An interesting situation arises when the forward solution is constant over a space interval. Small
variations in the solution value (of the order of roundoff) lead to order one changes in the solution
slope ratio r , which are ‘sensed’ by the limiter. Jumps in the limiter value lead to spurious sources
that accumulate over time and can have a significant effect over the discrete adjoint. As an example,
we initialize the forward solution to a square wave

C(x, 0) =
{
2 for x ∈ [0.2, 0.6]
0 for x ∈ [0, 0.2) ∪ (0.6, 2]

Note that the forward solution is not much different than in the previous example. However,
the discrete adjoints for the superbee and MC limiters show significant wiggles as illustrated
in Figure 7. The van Leer and minmod limiters are not affected as much by this
phenomenon.

In order to simulate a data assimilation experiment with observations at the final time tF = 1
at locations xobs ∈ {0.1, 0.3, 0.5, 0.7, 0.9} we initialize the adjoint with 1 at x = xobs and zero
otherwise. These spikes (influence regions) are advected backwards in time. The results are
shown in Figure 8. The numerical solution of the continuous adjoint equation consists of wider
spikes due to numerical diffusion. The discrete adjoint solution displays spurious wiggles that
are larger near the discontinuities of the forward solution. This is the result of excessive antidif-
fusive fluxes introduced in the adjoint solution where the forward limiter is active. The position
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Figure 6. The discrete adjoint solutions at t = 0.5 for different flux limiters. Also shown are the continuous
adjoint, the forward solution, and the value of the limiter. Jumps in the limiter values lead to the formation
of wiggles in the discrete adjoint. The discrete adjoint is not consistent with the continuous adjoint near
sharp gradients in the forward solution: (a) first order upwind scheme; (b) Lax-Wendroff scheme; (c)

minmod flux limiter; (d) superbee flux limiter; (e) Van Leer flux limiter; and (f) MC flux limiter.
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Figure 7. The discrete adjoint solutions at t = 0.5 for the superbee and minmod flux limiters. Large
constant regions of the forward solution lead to small spurious changes in the limiter value, which act
as a spurious source. The cumulative effects of these sources on the discrete adjoint solution can be

significant: (a) superbee flux limiter and (b) MC flux limiter.

of the spikes is slightly shifted for the superbee limiter, but is correct for van Leer and MC
limiters.

5. CONCLUSIONS

In this paper we discuss several properties of the discrete adjoints of linear and nonlinear advection
schemes. We consider first and third order upwind finite differences, first and second order finite
volumes, the MUSCL slope-limited scheme, and the flux-limited scheme of Sweby with several
limiter functions.

The analysis of finite difference methods reveals that both the changes of direction in the wind
field and the numerical boundary scheme lead to changes in the computational pattern of the
forward scheme. This results in changes in the pattern of the discrete adjoint that do not preserve
consistency. The discrete adjoints are pointwise inconsistent with the continuous adjoint equations
at inflow boundaries and near sinks or sources (i.e. points where the wind field changes sign).

Slope limiting in the forward MUSCL scheme results in a change of the local Courant number
in the discrete adjoint. Specifically, the local Courant number is increased (decreased) in the cell
where the limiter is active, and is decreased (increased) by the same amount in a neighbouring
cell. This leads to the formation of a wiggle, with the solution being artificially increased in one
cell, and artificially decreased in a neighbouring cell.

The discrete adjoint of a flux-limited forward scheme has the form of another flux-limited
scheme applied to the continuous adjoint equation. The discrete adjoint ‘limiter’ function depends
on the forward limiter values, and will add a large multiple of antidiffusive adjoint flux near
sharp gradients in the forward solution. This may lead to considerable spurious oscillations in the
discrete adjoint solution. For smooth adjoint solutions the action of the forward flux limiter can
be represented as an artificial source in the adjoint equation, whose magnitude is proportional to
the jump of the limiter function 	 and its derivatives, the wind velocity, and the derivative of the
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Figure 8. The discrete adjoint solutions at t = 0.5 for different flux limiters. The adjoints are initialized
to 1 for x ∈ {0.1, 0.3, 0.5, 0.7, 0.9} and zero otherwise: (a) minmod flux limiter; (b) superbee flux limiter;

(c) Van Leer flux limiter; and (d) MC flux limiter.

adjoint solution [	 − r	r − 	r ]u�x . The effects of this source are larger where there are large
changes of the slope of the forward solution r , and where the adjoint solution has sharp spatial
gradients. In particular, having observations near the sharp gradients of the forward solution leads
to large jumps in the limiter [	] and to large adjoint gradients �x , and may lead to artificially large
values of the sensitivity coefficient.

Future work will extend the analysis to discrete adjoints for nonlinear hyperbolic equations,
and for multi-dimensional systems. The extension to multiple dimensions can be done via a
dimensional splitting (in which case the current conclusions apply directly) or viamultidimensional
schemes (in which case an extension of the current analysis is necessary). We will investigate the
possibility to construct upwind and limited forward schemes which lead to consistent discrete
adjoints.

We plan to assess how the inconsistency and instability of the discrete adjoints affect the
performance of the optimization procedure in the solution of inverse problems, especially data
assimilation. The quality of the analysis in regions of sharp gradients may be deteriorated by the
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spurious oscillations if discrete adjoints are used. Moreover, the properties of the high-resolution
numerical discretizations may cause some cost functions to be non-smooth (e.g. with respect to
the initial conditions). This, together with the spurious oscillations in the discrete adjoint, may
require the use of non-smooth optimization techniques (like the one employed in [24]).

APPENDIX A

A.1. Consistency of the third order finite difference discrete adjoint

In this section we analyse the consistency of the discrete adjoint of the third order finite difference
scheme (21).

Consistency inside the domain: In the interior of the domain the discrete adjoint of (21) reads:(
��

�t

)
i
= −Ui

�x

[
1 − �i−2

6
�i−2 + 2�i−1 − 3

3
�i−1 + 1 − 2�i

2
�i

+1 + 2�i+1

3
�i+1 − �i+2

6
�i+2

]
(A1)

To analyse consistency expand (A1) in Taylor series in space about cell i :

(
��

�t

)
i
= −Ui

[
− 1

6�x
(�i−2 − 4�i−1 + 6�i − 4�i+1 + �i+2)

+ 1

3
(�i−2 − 2�i−1 + 3 + 2�i+1 − �i+2)

(
��

�x

)
i

+ �x

3
(−�i−2 + �i−1 + �i+1 − �i+2)

(
�2�
�x2

)
i

+�x2

9
(2�i−2 − �i−1 + �i+1 − 2�i+2)

(
�3�
�x3

)
i

+ O(�x3)

]

Since all � j ∈ {0, 1} the zeroth order consistency condition is satisfied if and only if the wind
does not change direction within the stencil (i − 2, i − 1, i, i + 1, i + 2),

�i−2 − 4�i−1 + 6�i − 4�i+1 + �i+2 = 0 ⇔ �i−2 = �i−1 = �i = �i+1 = �i+2

In this case it can be seen that the O(�x−1), O(�x), and O(�x2), terms all vanish and the discrete
adjoint scheme (A1) is third order consistent with the continuous adjoint equation.

If the wind changes sign within the stencil (not all � j are equal) then (A1) is not consistent
with the continuous adjoint equation. In the case when the wind speed is smooth a sign change
within the stencil i − 2, . . . , i + 2 implies that Ui =O(�x). From the Taylor series we infer that
the zeroth order term behaves like a spurious source of magnitude O(1).
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Consistency near the boundary: We first consider the left boundary. The coefficient matrix for
the forward spatial discretization is

A= 1

�x

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

3 − 5�1
2

U1 (2�1 − 2)U2
1 − �1

2
U3 0 0 · · ·

1 + 2�2
3

U1
1 − 2�2

2
U2

2�2 − 3

3
U3

1 − �2
6

U4 0 · · ·

−�3
6
U1

1 + 2�3
3

U2
1 − 2�3

2
U3

2�3 − 3

3
U4

1 − �3
6

U5 · · ·

0 −�4
6
U2

1 + 2�4
3

U3
1 − 2�4

2
U4

2�4 − 3

3
U5 · · ·

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

The adjoint scheme at the left boundary reads:

��1
�t

= − U1

�x

[
3 − 5�1

2
�1 + 1 + 2�2

3
�2 − �3

6
�3

]

If U1�0 (�1 = 1) the left is an inflow boundary (in the forward problem), and there is no adjoint
boundary condition to impose.

��1
�t

= − U1

�x

[
−�1 + 1 + 2�2

3
�2 − �3

6
�3

]

A Taylor series around x1 leads to:

(
��

�t

)
1

= −U1

[
11 + 4�2 − �3

6�x
+ −2 − 4�2 + 2�3

6

(
��

�x

)
1
+ O(�x)

]

Since �2, �3 ∈ {0, 1} the discrete adjoint equation for �1 is inconsistent with the continuous adjoint.
If U1<0 (�1 = 0) the left is an outflow boundary (in the forward problem), and the inflow adjoint

condition �0 = 0 needs to be used. The discrete adjoint equation reads

��1
�t

= − U1

�x

[
�

6
�0 + 3

2
�1 + 1 + 2�2

3
�2 − �3

6
�3

]
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where a multiple of the boundary condition �0 = 0 has been added. A Taylor series around x1
leads to:

(
��

�t

)
1
= −U1

[
11 + � + 4�2 − �3

6�x
+ 2 − � + 4�2 − 2�3

6

(
��

�x

)
1

+2 + � + 4�2 − 4�3
12

�x

(
�2�
�x2

)
1

]
+ O(�x2)

Zeroth order consistency requires that

� = − 11 − 4�2 + �3

and the Taylor series becomes

(
��

�t

)
1

= −U1

[
13 + 8�2 − 3�3

6

(
��

�x

)
1
− 3 + �3

4
�x

(
�2�
�x2

)
1

]
+ O(�x2)

With �2, �3 ∈ {0, 1} it is clear that 13+8�2−3�3 �= 6, and therefore the outflow boundary condition
does not achieve first order consistency. This is true even if there is no change in the wind direction
near the boundary, i.e. �1 = �2 = �3 = 0. However, the effects of this inconsistency will not be felt
if there is no source in the adjoint equation near the boundary (the cost functional does not use
values near the boundary). In this case for U1<0 the boundary condition �L = 0 propagates inside
the domain for a finite distance for t<tF. Then � = 0 on a whole neighbourhood of the boundary
containing grid point 1, and (�k�/�xk)1 = 0. Consequently �1(t) = and ��1/�t = 0, which is the
correct solution.

A.2. Consistency of finite volume schemes

A.2.1. First order finite volume scheme. We consider the following space discretization of (7) on
staggered grids:

�Ci

�t
= Fi−1/2 − Fi+1/2

�x
(A2)

where the first order upwind flux is defined by

Fi−1/2 =
{
Ui−1/2 Ci−1 if Ui−1/2�0

Ui−1/2 Ci if Ui−1/2<0
(A3)

Using the notation

�i−1/2 =
{
1 if Ui−1/2�0

0 if Ui−1/2<0
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scheme (A2) can be written compactly as:

�Ci

�t
= 1

�x
[�i−1/2Ui−1/2Ci−1 + ((1 − �i−1/2)Ui−1/2 − �i+1/2Ui+1/2)Ci

− (1 − �i+1/2)Ui+1/2Ci+1] (A4)

The Dirichlet boundary conditions are use to construct the (inflow) boundary fluxes. For the left
boundary we have that

F1/2 =
{
U1/2CL if U1/2�0

U1/2C1 if U1/2<0

�C1

�t
= �t

�x
[�1/2U1/2CL + ((1 − �1/2)U1/2 − �3/2U3/2)C1 − (1 − �3/2)U3/2C2]

and a similar boundary equation is used for the right boundary.
Discrete adjoint scheme: The discrete adjoint of (A4) reads:

��i
�t

= − 1

�x
[−(1 − �i−1/2)Ui−1/2�i−1 + ((1 − �i−1/2)Ui−1/2 − �i+1/2Ui+1/2)�i

+ �i+1/2Ui+1/2�i+1]

= −(1 − �i−1/2)Ui−1/2
�i − �i−1

�x
− �i+1/2Ui+1/2

�i+1 − �i
�x

(A5)

The discrete adjoint (A5) is an upwind discretization of the continuous adjoint equation. A
formal Taylor series expansion around the centre point of grid i leads to:

(
��

�t

)
i

= − (1 + �i+1/2 − �i−1/2)Ui

(
��

�x

)
i
+ O(�x)

If the wind does not change direction within cell i then �i+1/2−�i−1/2 = 0 and (A5) is a first order
consistent discretization of the continuous adjoint. If the wind changes direction then (A5) is not
consistent with the continuous adjoint. For a sink (Ui−1/2�0 and Ui+1/2<0) the time derivative
of �i is zero. For a source (Ui−1/2<0 and Ui+1/2�0) the time derivative of �i is driven by
contributions from both boundaries.

The boundary condition for the adjoint equation is:

�L = 0 if U1/2<0

�R = 0 if UN+1/2�0
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The discrete adjoint scheme at the left boundary reads

��1
�t

= 1

�x
[((1 − �1/2)U1/2 − �3/2U3/2)�1 + �3/2U3/2�2]

= 1

�x
[−(1 − �1/2)U1/2�L + ((1 − �1/2)U1/2 − �3/2U3/2)�1 + �3/2U3/2�2] (A6)

and a similar relation holds for the left boundary. From the previous analysis we infer that if there
is no change of wind direction at the edges of the boundary cell (�1/2 = �3/2) then the discrete
adjoint boundary condition is consistent at both inflow and outflow boundaries.

A.2.2. Second order finite volume scheme. Forward scheme: We now consider the space semi-
discretization (A2) on staggered grids with the following flux interpolation:

Fi−1/2 =

⎧⎪⎪⎨
⎪⎪⎩
Ui−1/2

6
(−Ci−2 + 5Ci−1 + 2Ci ) if Ui−1/2�0

Ui−1/2

6
(2Ci−1 + 5Ci − Ci+1) if Ui−1/2<0

= Ui−1/2

6
(−�i−1/2Ci−2 + (2 + 3�i−1/2)Ci−1 + (5 − 3�i−1/2)Ci

− (1 − �i−1/2)Ci+1) (A7)

This leads to the following scheme (in compact notation):

�Ci

�t
= 1

6�x
[−�i−1/2Ui−1/2Ci−2 + ((2 + 3�i−1/2)Ui−1/2 + �i+1/2Ui+1/2)Ci−1

+ ((5 − 3�i−1/2)Ui−1/2 − (2 + 3�i+1/2)Ui+1/2)Ci

+ (−(1 − �i−1/2)Ui−1/2 − (5 − 3�i+1/2)Ui+1/2)Ci+1

+ (1 − �i+1/2)Ui+1/2Ci+2] (A8)

This numerical scheme is upwind biased, third order accurate for constant wind velocity, and
second order accurate for general flux functions (including non-constant velocity).

Since the stencil is large a different numerical scheme is used near the boundary. We now
consider the numerical treatment of the left boundary; similar formulas can be given for the right
boundary

F1/2 =

⎧⎪⎨
⎪⎩
U1/2CL if U1/2�0

U1/2

[
3

2
C1 − 1

2
C2

]
if U1/2<0

= U1/2

6
(6�1/2CL + 9(1 − �1/2)C1 − 3(1 − �1/2)C2) (A9)
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F3/2 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
U3/2

(
1

2
C1 + 1

2
C2

)
if U3/2�0

U3/2

(
1

3
C1 + 5

6
C2 − 1

6
C3

)
if U3/2<0

= U3/2

6
((2 + �3/2)C1 + (5 − 2�3/2)C2 − (1 − �3/2)C3) (A10)

At the nodes near the boundary the solution evolves according to:

�C1

�t
= 1

6�x
[6�1/2U1/2CL + (9(1 − �1/2)U1/2 − (2 + �3/2)U3/2)C1

+ (−3(1 − �1/2)U1/2 − (5 − 2�3/2)U3/2)C2 + (1 − �3/2)U3/2C3]

�C2

�t
= 1

6�x
[((2 + �3/2)U3/2 + �5/2U5/2)C1 + ((5 − 2�3/2)U3/2 − (2 + 3�5/2)U5/2)C2

+ (−(1 − �3/2)U3/2 − (5 − 3�5/2)U5/2)C3 + (1 − �5/2)U5/2C4]

Discrete adjoint scheme: The discrete adjoint of the finite volume scheme for the nodes inside
the domain is:

��i
�t

= − 1

6�x
[(1 − �i−3/2)Ui−3/2�i−2 − ((1 − �i−3/2)Ui−3/2 + (5 − 3�i−1/2)Ui−1/2)�i−1

+ ((5 − 3�i−1/2)Ui−1/2 − (2 + 3�i+1/2)Ui+1/2)�i

+ ((2 + 3�i+1/2)Ui+1/2 + �i+3/2Ui+3/2)�i+1 − �i+3/2Ui+3/2�i+2]
This is an upwind discretization of the continuous adjoint equation. A Taylor series around xi
reveals that:(

��

�t

)
i
= −Ui

(
��

�x

)
i
+ 3�i−1/2 − �i−3/2 − 3�i+1/2 + �i+3/2

6
Ui

(
��

�x

)
i

− �i−1/2 − �i−3/2 + �i+1/2 − �i+3/2

4

((
��

�x

)
i

(
�U
�x

)
i
+
(

�2�
�x2

)
i

Ui

)
�x

+ 2 + 3�i−1/2 − 9�i−3/2 − 3�i+1/2 + 9�i+3/2

24

(
�U
�x

)
i

(
�2�
�x2

)
i

�x2

+ 2 + 3�i−1/2 − 9�i−3/2 − 3�i+1/2 + 9�i+3/2

48

(
��

�x

)
i

(
�2U
�x2

)
i

�x2
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+ 3�i−1/2 − 7�i−3/2 − 3�i+1/2 + 7�i+3/2

36

(
��3

�x3

)
i

Ui �x
2 + O(�x3)

The consistency conditions are:

order 1: 3�i−1/2 − �i−3/2 − 3�i+1/2 + �i+3/2 = 0

order 2: �i−1/2 − �i−3/2 + �i+1/2 − �i+3/2 = 0

If the wind does not change direction within the cells i − 1, i, i + 1 (i.e. �i−3/2 = �i−1/2 =
�i+1/2 = �i+3/2) then the adjoint scheme is second order consistent in general, and third order
consistent for constant wind velocity. The discrete adjoint scheme is only first order consistent
if �i−3/2 = �i+3/2 �= �i−1/2 = �i+1/2 (e.g. Ui−3/2,Ui+3/2<0 and Ui−1/2,Ui+1/2�0 or vice versa).
For all other wind direction patterns (e.g. Ui−3/2<0 and Ui−1/2,Ui+1/2,Ui+3/2�0) the scheme is
inconsistent.

The discrete adjoint left boundary relations are:

��1
�t

= − 1

6�x
[(9(1 − �1/2)U1/2 − (2 + �3/2)U3/2)�1

+((2 + �3/2)U3/2 + �5/2U5/2)�2 − �5/2U5/2�3]

= −9(1 − �1/2)

6
U1/2

�1 − �0
�x

− 2 + �3/2
6

U3/2
�2 − �1

�x
− �5/2

6
U5/2

�3 − �2
�x

The left boundary condition �0 = 0 only enters the solution when �1/2 = 0. The Taylor series
around x1 (

��

�t

)
1

= −
(
11 − 9�1/2 + �3/2 − �5/2

6

)
U1

(
��

�x

)
1
+ O(�x)

reveals that the scheme for �1 is inconsistent with the continuous adjoint equation for any upwinding
situation, since 9�1/2 − �3/2 + �52 �= 5 for any combination of � j ∈ {0, 1}.

Similarly, for the second node from the boundary

��2
�t

= − 1

6�x
[(−3(1−�1/2)U1/2−(5 − 2�3/2)U3/2)�1+((5 − 2�3/2)U3/2−(2 + 3�5/2)U52)�2

+ ((2 + 3�5/2)U5/2 + �7/2U7/2)�3 − �7/2U7/2�4]

= −4 + 3�1/2 − 2�3/2 + 3�5/2 − �7/2
6

U2

(
��

�x

)
2
+ O(�x)

The relation is consistent only for particular patterns of wind directions (�1/2 = �5/2 = 1, �3/2 =
�7/2 = 0 or �1/2 = �7/2 = 1, �3/2 = �5/2 = 0 or �1/2 = �3/2 = 0, �5/2 = �7/2 = 1). The scheme is
not consistent, however, if the wind does not change direction near the boundary.
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A.3. Consistency of MUSCL with slope limiting

In this section we analyse the consistency of the MUSCL slope-limited scheme. To simplify the
analysis we assume that there is a single jump discontinuity in the forward solution, and that the
slope limiter is active only in the i th cell. The general case where the slope limiter takes different
values in different cells can be treated similarly.

It is clear from (28) and (29) that in the forward scheme the solution is first slope-limited and
then advanced in time, but in the discrete adjoint scheme these steps are reversed. Our analysis on
the adjoint scheme for finite differences and finite volumes method revealed that the (backward
in) time advancement operator AT does not introduce any inconsistency. Therefore we focus on
the adjoint of the limiter operator.

In the adjoint solution �C is the costate variable associated with C , and �S the costate associated
with S. The case without slope limiter corresponds to L(C, S)= S. The adjoint solution is first
propagated (backward in time) with the operator AT

(�C )ni = (1 − �)(�C )n+1
i + �(�C )n+1

i+1 + 12�(�S)
n+1
i − 12�(�S)

n+1
i+1

(�S)
n
i = −�(�C )n+1

i + �(�C )n+1
i+1 + �(�S)

n+1
i + �(�S)

n+1
i+1

(A11)

and the corrected by the adjoint of the forward limiter

�nC = �
n
C +

(
�L(Cn, Sn)

�Cn

)T

�
n
S, �nS =

(
�L(Cn, Sn)

�Sn

)T

�
n
S

The discretization of the continuous adjoint equation with (25) leads to the following scheme:

(�S)
n+1
i = L((�C )n+1

i , (�S)
n+1
i )

(�C )ni = (1 − �)(�C )n+1
i + �(�C )n+1

i+1 − �(�S)
n+1
i + �(�S)

n+1
i+1

(�S)
n+1
i = �(�S)

n+1
i + �(�S)

n+1
i+1 + 12�(�C )n+1

i − 12�(�C )n+1
i+1

We next discuss the adjoint solution for each of the four possible values assumed by the slope
limiter.

Case 1: The slope is not changed, therefore, this case covers the unlimited situation as well

Si = Sni ⇒ (�C )ni = (�C )ni , (�S)
n
i = (�S)

n
i (A12)

In this case the consistency of the adjoint is automatic.
Case 2:

Si = 3
2 (C

n
i − Cn

i−1)

(�C )nj = (�C )nj for j �= i − 1, i

(�C )ni = (�C )ni + 3
2 (�S)

n
i

= (�C )ni + 3
2�[(�C )n+1

i+1 − (�C )n+1
i ] + 3

2�(�S)
n+1
i + 3

2�(�S)
n+1
i+1
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= (1 − [� + 3
2�])(�C )n+1

i + (� + 3
2�)(�C )n+1

i+1

+ (12� + 3
2�)(�S)

n+1
i − (12� − 3

2�)(�S)
n+1
i+1 (A13)

(�C )ni−1 = (�C )ni−1 − 3
2 (�S)

n
i

= (�C )ni−1 − 3
2�[(�C )n+1

i+1 − (�C )n+1
i ] − 3

2�(�S)
n+1
i − 3

2�(�S)
n+1
i+1

= (1 − [� − 3
2�])(�C )n+1

i−1 + (� − 3
2�)(�C )n+1

i

− 3
2�[(�C )n+1

i−1 − 2(�C )n+1
i + (�C )n+1

i+1 ]
+ 12�(�S)

n+1
i−1 − (12� + 3

2�)(�S)
n+1
i − 3

2�(�S)
n+1
i+1

(�S)
n
i = 0, (�S)

n
j = (�S)

n
j for j �= i

A comparison of (A13) with the scheme without limiter (A11) reveals the effect of slope limiting
on the adjoint: the local Courant number is changed from � to � + 3�/2 in cell i , and from � to
� − 3�/2 in cell i − 1. In addition a diffusion-like term is added to i − 1; for smooth adjoints this
term is O(�x2). As a result of the slope limiter the local adjoint propagation speed is increased in
cell i , and is decreased by the same amount in cell i − 1. The mass inflow into cell i − 1 exceeds
the mass outflow, but the mass inflow into cell i is smaller than the mass outflow. As a result we
expect a wiggle to form in the adjoint solution between cells i − 1 and i .

Since � = �(1−�)/2, and the original Courant number � ∈ [0, 1], the modified Courant numbers
are also positive and smaller, than one, � ± 3�/2∈ [0, 1]. The modified speeds have the same sign
as the original speed, and the new Courant numbers do not exceed one, consequently no additional
stability conditions are necessary.

Case 3:

Si = 3
2 (C

n
i+1 − Cn

i )

(�C )ni = (�C )ni − 3
2 (�S)

n
i

= (�C )ni − 3
2�[(�C )n+1

i+1 − (�C )n+1
i ] − 3

2�(�S)
n+1
i − 3

2�(�S)
n+1
i+1

= (1 − [� − 3
2�])(�C )n+1

i + (� − 3
2�)(�C )n+1

i+1

+ (12� − 3
2�)(�S)

n+1
i − (12� + 3

2�)(�S)
n+1
i+1

(�C )ni+1 = (�C )ni+1 + 3
2 (�S)

n
i

= (�C )ni+1 + 3
2�[(�C )n+1

i+1 − (�C )n+1
i ] + 3

2�(�S)
n+1
i + 3

2�(�S)
n+1
i+1 (A14)

= − 3
2�(�C )n+1

i + (1 − [� − 3
2�])(�C )n+1

i+1 + �(�C )n+1
i+2

+ 3
2�(�S)

n+1
i + (12� + 3

2�)(�S)
n+1
i+1 − 12�(�S)

n+1
i+2
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= (1 − [� + 3
2�])(�C )n+1

i+1 + (� + 3
2�)(�C )n+1

i+2

− 3
2�[(�C )n+1

i − 2(�C )n+1
i+1 + (�C )n+1

i+2 ]
+ 3

2�(�S)
n+1
i + (12� + 3

2�)(�S)
n+1
i+1 − 12�(�S)

n+1
i+2

(�S)
n
i = 0

A comparison of (A14) with the scheme without limiter (31) reveals the effect of slope limiting
on the adjoint: the local Courant number is changed from � to � − 3�/2 in cell i , and from �
to � + 3�/2 in cell i + 1. Since � = �(1 − �)/2, and the original Courant number � ∈ [0, 1], the
modified Courant numbers are also positive and smaller than one since � ± 3�/2∈ [0, 1].

Case 4:

Si = 0 ⇒ (�C )ni = (�C )ni , (�S)
n
i = 0 (A15)

In this case the adjoint of the concentration is not changed, the discrete adjoint is a consistent low
order discretization.

A.4. Discrete adjoints of flux-limited scheme

In this section we derive the discrete adjoint of the flux-limited forward scheme. In matrix form
the forward scheme (32) is

Fn = uCn + u(1 − �)

2
� · (−DT) · Cn

Cn+1 =Cn − �t

�x
D · Fn (A16)

=Cn − �D · Cn + �(1 − �)

2
(D · � · DT) · Cn

where F is the vector of cell boundary fluxes, D is the backward finite difference operator, −DT

is the forward finite difference operator, and � is a diagonal matrix with the limiter values on the
diagonal,

F =

⎡
⎢⎢⎢⎣

F3/2

...

F
N+ 1

2

⎤
⎥⎥⎥⎦ , D=

⎡
⎢⎢⎢⎢⎢⎣

1 0 · · · −1

−1 1 · · · 0

0
. . .

. . . 0

0 0 −1 1

⎤
⎥⎥⎥⎥⎥⎦ , �=

⎡
⎢⎢⎢⎣

	(r3/2) · · · 0

0
. . . 0

0 · · · 	(rN+1/2)

⎤
⎥⎥⎥⎦

The tangent linear model of (A16) is

�Cn+1 =
[
I − �D + �(1 − �)

2
D · (� · DT · Cn)′

]
�Cn
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where (� ·DT ·Cn)′ is the Jacobian of � ·DT ·Cn with respect to Cn . The corresponding discrete
adjoint scheme reads

�n =
[
I − �D + �(1 − �)

2
D · (� · DT · Cn)′

]T
�n+1

= �n+1 − �DT�n+1 (A17)

+ �(1 − �)

2
[(� · (−DT) · Cn)′]T · (−DT) · �n+1

In component-wise notation we have

�(� · (−DT) · C)i

�C j
= �(	(ri+1/2)(Ci+1 − Ci ))

�C j

= 	(ri+1/2)
� (Ci+1 − Ci )

�C j

+ 	r (ri+1/2)
�ri+1/2

�C j
(Ci+1 − Ci ) (A18)

In the above we denote 	r = �	/�r . From (37) we have

�ri+1/2

�C j
=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−1/(Ci+1 − Ci ) for j = i − 1

(1 + ri+1/2)/(Ci+1 − Ci ) for j = i

−ri+1/2/(Ci+1 − Ci ) for j = i + 1

0 otherwise

In matrix notation the Jacobian is

(� · (−DT) · Cn)′ = � · (−DT) + (�r ) · G

where (�r ) is a diagonal matrix with (�r )i i = 	r (ri+1/2) and

G =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 + r3/2 −r3/2 0 · · · −1

−1 1 + r5/2 −r5/2

. . .
. . .

. . .

−1 1 + ri+1/2 −ri+1/2

. . .
. . .

. . .

−rN+1/2 0 · · · −1 1 + rN+1/2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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The adjoint scheme (A17) reads

�n = �n+1 − �DT�n+1 − �(1 − �)

2
D · � · (−DT) · �n+1

+ �(1 − �)

2
GT · (�r ) · (−DT) · �n+1 (A19)

In the pointwise formulation the discrete adjoint (A19) is

�ni = �n+1
i + �(�n+1

i+1 − �n+1
i )

− �(1 − �)

2
[(	 − r	r )

n
i+1/2(�

n+1
i+1 − �n+1

i ) − (	 − r	r )
n
i−1/2(�

n+1
i − �n+1

i−1 )]

− �(1 − �)

2
[(	r )

n
i+3/2(�

n+1
i+2 − �n+1

i+1 ) − (	r )
n
i+1/2(�

n+1
i+1 − �n+1

i )]
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